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Abstract

Perfectly matched layers (PML) are a recent technique for simulating the absorption of waves in open domains.

They have been introduced for electromagnetic waves and extended, since then, to other models of wave propagation,

including waves in elastic anisotropic media. In this last case, some numerical experiments have shown that the PMLs

are not always stable. In this paper, we investigate this question from a theoretical point of view. In the first part, we

derive a necessary condition for the stability of the PML model for a general hyperbolic system. This condition can be

interpreted in terms of geometrical properties of the slowness diagrams and used for explaining instabilities observed

with elastic waves but also with other propagation models (anisotropic Maxwell�s equations, linearized Euler equa-

tions). In the second part, we specialize our analysis to orthotropic elastic waves and obtain separately a necessary

stability condition and a sufficient stability condition that can be expressed in terms of inequalities on the elasticity

coefficients of the model.
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1. Introduction

Perfectly matched layers (PML) is a recent technique for simulating the absorption of waves in open
domains, which provides a very efficient alternative to the use of absorbing boundary conditions in many

applications. The idea is to surround the computational domain with an absorbing layer (the PML region)

so that the coupled system possesses the property of generating no reflection at the interface between the free

medium and the artificial absorbing medium. This technique has been initially introduced by B�eerenger [10]

for Maxwell�s equations, and has been widely used for the simulation of time dependent electromagnetic
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waves as well as Helmholtz-like equations (e.g. [11,12,28,37,39]). The method has been extended to various

propagation models (the paraxial wave equations [15], the linearized Euler equations [22,24,32], etc.), in-

cluding in particular elastic wave propagation in isotropic [21] and anisotropic media [17]. Trying to use

these PMLs for computing the propagation of seismic waves, we observed exponential blow up phenomena

in some numerical experiments involving anisotropic media. Analogous exponential instabilities have been

also observed in the simulation of non-destructive testing experiments [19]. This has motivated us to look at

the question of the well-posedness and the stronger notion of stability of PMLs, introduced in [6], for

anisotropic elastic waves. It is important here to make precise the distinction (see Section 3) between these
two notions (see also [33] for similar considerations): by well-posedness, we mean that there exists a unique

solution and that the L2 norm of the solution can be bounded by some norm of the initial conditions

multiplied by a constant CðtÞ. This does not prevent the solution from blowing up exponentially in time: in

this case, we shall say that the problem is unstable. As a matter of fact, if, from the mathematical point of

view, the difference between an ill-posed problem and an unstable (but well-posed) problem is fundamental,

for practical applications, it is not, since it is difficult to distinguish these two cases numerically. A more

pertinent concept is the one of stability, which imposes an estimate of the type CðtÞ6Ct k. In particular, this

concept of stability does not exclude a linear growth as the one studied in [2,4] for Maxwell�s equations.
Furthermore, note that the notion of stability described here is linked to the continuous model and is

distinct from the numerical stability related to a particular numerical scheme. For an unstable model, no

particular discretization prevents the solution from blowing up exponentially.

This type of mathematical questions has already been widely investigated by several authors

[6,27,29,30,38] in the case of Maxwell�s equations. For elastodynamics equations, it is easy to show that the

PML model is well-posed (cf. Section 3.2) but we will show that it can be unstable for some anisotropic

media. The outline of this paper is as follows.

• In Section 2, we recall the propagation equations for elastic waves in a 2D orthotropic medium (Section
2.1) and recall the important notion of slowness diagrams (Section 2.2). In Section 2.3, we present the

construction of the standard PML model for a general first order hyperbolic system and specialize it

to elastic waves in Section 2.4. Finally Section 2.5 is devoted to various simulations that point out

the instability phenomena that motivate the present works.

• In Section 3 we derive a necessary condition for the stability of the PML model for a general hyperbolic

system (Theorem 2). This condition can be interpreted in terms of group velocities and phase velocities

(also related to geometrical properties of the slowness diagrams) and is more precisely related to the ex-

istence of so-called backward propagating waves. We can use this criterion for explaining instabilities
observed with elastic waves but also with other propagation models (anisotropic Maxwell�s equations,

linearized Euler equations) and it seems to show that these instabilities can occur only (but not neces-

sarily) with models involving anisotropy. Finally we present numerical simulations showing that this

geometrical criterion is not sufficient for stability in the case of elastic waves.

• In Section 4, we specialize our analysis to orthotropic elastic waves and obtain separately a necessary

stability condition (Theorem 4) and a sufficient stability condition that can be expressed in terms of in-

equalities on the elasticity coefficients of the model (Theorem 5).

2. Orthotropic elastic waves and PML model

2.1. The elastodynamics system

In this paper we work in two dimensions. All the indices i; j; k; l take their values in f1; 2g. x ¼ ðx1; x2Þ
denotes the space variable and oi holds for the derivation with respect to xi. Throughout this section, we
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shall use the Einstein convention on repeated indices for summation. Let us introduce the equations of

elastodynamics in a 2D homogeneous medium

q
o2u
ot2

� divrðuÞ ¼ 0; ð1Þ

where u ¼ ðuiÞ denotes the displacement field, q > 0 the density, rðuÞ ¼ rijðuÞ the stress tensor and

divr ¼ o1r11 þ o2r12

o1r12 þ o2r22

� �
:

The stress tensor is related to the strain tensor eðuÞ defined by

eijðuÞ ¼
1

2
ðoiuj þ ojuiÞ; ð2Þ

by Hooke�s law

Ar ¼ eðuÞ () r ¼ CeðuÞ ¼ A�1eðuÞ: ð3Þ

The fourth-order tensor C of elasticity coefficients satisfies the classical symmetries [3]

Cijkl ¼ Cklij ¼ Cjikl: ð4Þ

Moreover, it is positive definite

Cijklnijnkl P aknk2 ¼ anijnij ð5Þ

for all symmetric tensor n.
Notation. As it is classical, the symmetries (4) of the tensor C allows us to simplify its representation into

a 3� 3 matrix cpq, still denoted by C for simplicity, such that

Cijkl ¼ cpði;jÞ;pðk;lÞ;

where the function p is defined by

pð1; 1Þ ¼ 1; pð2; 2Þ ¼ 2; pð1; 2Þ ¼ pð2; 1Þ ¼ 3:

Orthotropic media. In an orthotropic medium whose principal axes coincides with the ðx; yÞ axes, we have

c13 ¼ c23 ¼ 0 so that [3]

C ¼
c11 c12 0

c12 c22 0

0 0 c33

0@ 1A:

With this notation, condition (5) becomes (j 
 j denotes the Euclidean norm in R3)

c11V 2
1 þ c22V 2

2 þ 2c12V1V2 þ c33V 2
3 > ajV j2 8V 2 R3; ð6Þ

which is equivalent to the inequalities

c11 > 0; c22 > 0; c33 > 0; c11c22 � c212 > 0: ð7Þ

For an isotropic medium, which is of course a particular orthotropic material, the coefficients can be ex-

pressed in terms of Lam�ee�s coefficients k > 0 and lP 0:
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c11 ¼ c22 ¼ k þ 2l; c12 ¼ k; c33 ¼ l: ð8Þ

In order to apply the general construction of the PML model, we will need to reformulate the propagation
equations as a first-order system, the so-called velocity–stress formulation

q
ov
ot

� divr ¼ 0;

A
or
ot

� eðvÞ ¼ 0;

ð9Þ

where v ¼ otu is the velocity field.

2.2. Harmonic plane waves and slowness diagrams

Plane waves are particular solutions of (1) on the form

uðx; tÞ ¼ Deiðxt�k:xÞ; D 2 R2; x ¼ ðx1; x2Þ; ð10Þ

where k 2 R2 is the wave vector, x 2 R the circular frequency and D the displacement vector (or polari-

zation vector). We also introduce

K ¼ k
jkj ; the unit propagation direction;

V ¼ x
jkj ; the phase velocity;

~SS ¼ k
x
; the slowness vector:

ð11Þ

Plane waves of the form (10) are solutions of (1) if the circular frequency and the wave vector k satisfy a

relation, called dispersion relation. In order to write this relation, it is useful to introduce Chrystoffel�s tensor
[3]

CijðkÞ ¼ Ciljmklkm; ð12Þ

which can be rewritten with the new notation

CðkÞ ¼ c11k2
1 þ 2c13k1k2 þ c33k2

2 c13k2
1 þ ðc12 þ c33Þk1k2 þ c32k2

2

c13k2
1 þ ðc12 þ c33Þk1k2 þ c32k2

2 c33k2
1 þ 2c23k1k2 þ c22k2

2

� �
:

So, in an orthotropic medium, we have

CðkÞ ¼ c11k2
1 þ c33k2

2 ðc12 þ c33Þk1k2
ðc12 þ c33Þk1k2 c33k2

1 þ c22k2
2

� �
: ð13Þ

We notice that CðkÞ is homogeneous of degree 2 with respect to k:

CðakÞ ¼ a2CðkÞ: ð14Þ

It is well known that, due to (5), for any k 6¼ 0, CðkÞ is symmetric positive definite [3]. Substituting (10)

into (1), one sees that the polarization vector D must be an eigenvector of CðkÞ associated to the

eigenvalue qx2:

CðkÞDðkÞ ¼ qx2DðkÞ () CðKÞD ¼ qV2D:
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The frequency x and the wave vector k are thus related by the following dispersion relation:

F2ðx; kÞ � detðCðkÞ � qx2IÞ ¼ 0; ð15Þ
where I is the identity matrix. Considering (15) as an equation in the frequency x for a given value of the

wave vector k, we obtain four solutions

x ¼ �xQPðkÞ; x ¼ �xQSðkÞ; ðxQPðkÞ > 0; xQSðkÞ > 0Þ;

where cQPðkÞ ¼ qx2
QPðkÞP cQPðkÞ ¼ qx2

QSðkÞ are the two positive eigenvalues of CðkÞ associated to the

respective eigenvectors DQPðkÞ and DQSðkÞ,
• For x ¼ �xQPðkÞ and D==DQPðkÞ, the wave is called quasi-longitudinal.

• For x ¼ �xQSðkÞ and D==DQSðkÞ, the wave is called quasi-transverse.

The expressions of the eigenvalues are

cQPðkÞ ¼
1

2
C11ðkÞ
�

þ C22ðkÞ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðC11ðkÞ � C22ðkÞÞ2 þ 4C12ðkÞ2

q �
;

cQSðkÞ ¼
1

2
C11ðkÞ
�

þ C22ðkÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðC11ðkÞ � C22ðkÞÞ2 þ 4C12ðkÞ2

q �
:

ð16Þ

In particular in an isotropic medium, we recover the usual pressure and shear waves:

• xQPðkÞ ¼ jkjVP , VP ¼
ffiffiffiffiffiffiffiffi
kþ2l

q

q
(in this case DQP ðkÞ==k),

• xQSðkÞ ¼ jkjVS , VS ¼
ffiffi
l
q

q
(in this case DQSðkÞ ? k).

Slowness diagram and group velocity. By homogeneity, the dispersion relation (15) can be rewritten as

F2 1;
k
x

� �
¼ F2ð1;~SSÞ ¼ 0: ð17Þ

By definition, the slowness diagram is the set of points, in the plane of slowness vectors ~SS ¼ k=x, that

satisfy (17). It is also the union of two curves whose equations in polar coordinates are

j~SSj ¼ 1

xQPðKÞ and j~SSj ¼ 1

xQSðKÞ :

We give in Fig. 1 two examples of slowness diagrams. On the left, for an isotropic medium (the two curves

are two circles, respectively, of radius 1=VP and 1=VS P 1=VP ) and on the right for an anisotropic me-

dium (c11 ¼ c22 ¼ 20; c33 ¼ 2; c12 ¼ 3:8).
For each branch of solution k ! xðkÞ of the dispersion relation, one defines the group velocity as

follows:

Fig. 1. Slowness diagrams. Left: isotropic medium. Right: orthotropic medium.
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~VVgðkÞ ¼ rkxðkÞ: ð18Þ

For almost every k, the two branches do not intersect (it can happen only if c33 ¼ c11 or c33 ¼ c22 and for at
most four particular directions) and using (15), by implicit function theorem, it is easy to see that the group

velocity can also be expressed as

~VVgðkÞ ¼ � oF2

ox
ðxðkÞ; kÞ

� ��1

rkF2ðxðkÞ; kÞ ¼ � oF2

ox
ð1;~SSÞ

� ��1

rkF2ð1;~SSÞ; ð19Þ

which shows that the group velocity is orthogonal to the slowness curves. Finally, the wave fronts are defined

as the curves described by the extremities of the group velocities. These curves permit to predict the lo-

calization of the energy of a solution emitted from a point source (see Fig. 2).

Remark 1. One can notice that the dispersion relation of the first-order system (9) is not identical to the

second order�s one F2: it has the additional eigenvalue 0 and can be expressed as

F1ðx; kÞ ¼ x‘0F2ðx; kÞ ð‘0 ¼ 1 in 2D and ‘0 ¼ 3 in 3DÞ: ð20Þ

2.3. The PML model for a general first-order evolution problem

The principle of the perfectly matched layers has been first introduced by B�eerenger [10], for electro-

magnetic waves and has been, since then, applied in numerous applications. In [17], the authors have shown
that it is possible to write a systematic way of designing a PML model for a general first-order hyperbolic

system. In this section we briefly describe this general construction. Consider a general first-order hyper-

bolic system, posed initially in Rm, of the form

otu � A1o1u � A2o2u ¼ 0; ð21Þ

where u is a m-vector, A1 and A2 are m � m matrices.

Let us briefly recall the definitions of hyperbolicity (see [26]). We set AðkÞ ¼ k1A1 þ k2A2. System (21) is

hyperbolic if, for all k 2 R2, the eigenvalues of AðkÞ are real. It is strongly hyperbolic if furthermore, for all

k 2 R2, AðkÞ can be diagonalized (if not it is weakly hyperbolic). It is strictly hyperbolic if, for all k 2 R2,
the eigenvalues of AðkÞ are real and distinct.

The formal construction of a PML in the x1 direction (parallel to the x2 axis) consists in: (i) introducing a

splitting of the field u ¼ u1 þ u2, such that the unknown u1 is only ‘‘associated’’ to the derivatives with

respect to x1, and u2 to the derivatives with respect to x2, (ii) introducing an anisotropic damping factor only

on the u1 component. We then obtain the following PML system:

Fig. 2. Waves fronts. Left: isotropic medium. Right: orthotropic medium.
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otu1 þ fðx1Þu1 � A1o1ðu1 þ u2Þ ¼ 0;

otu2 � A2o2ðu1 þ u2Þ ¼ 0;
ð22Þ

where fðx1Þ ¼ 0 for x1 < 0 and fðx1ÞP 0 for x1 P 0.

In the frequency domain, system (22) becomes

ixu1 þ fðx1Þu1 � A1o1ðu1 þ u2Þ ¼ 0;

ixu2 � A2o2ðu1 þ u2Þ ¼ 0;
ð23Þ

which can be obtained by substituting in Eq. (21), written in the frequency domain, the x1 derivatives o1 into

dðx; fðx1ÞÞo1, (see [16,17]), where

dðx; fðx1ÞÞ ¼
ix

fðx1Þ þ ix
: ð24Þ

Actually, this corresponds to apply the complex change of variable [13,16,31],

x1 ! x1 þ
1

ix

Z x1

0

fðnÞdn;

to the solution of the frequency domain version of (21). The very astonishing property of this layer model is

that it is perfectly matched, which means that it generates no reflection at the interface between the physical

domain and the absorbing medium (see [17]). This property can be shown through a plane wave analysis.

Furthermore, this analysis also shows that the transmitted wave decreases exponentially during its prop-

agation inside the layer.

Of course to construct the PML model in the x2 direction it suffices to permute the role of the space

directions which gives the following system:

otu1 � A1o1ðu1 þ u2Þ ¼ 0;

otu2 þ fðx2Þu2 � A2o2ðu1 þ u2Þ ¼ 0;
ð25Þ

and in a corner, the damping factor is introduced in both directions

otu1 þ fðx1Þu1 � A1o1ðu1 þ u2Þ ¼ 0;

otu2 þ fðx2Þu2 � A2o2ðu1 þ u2Þ ¼ 0:
ð26Þ

2.4. The PML model for elastodynamics

It is then straightforward to obtain the PML model for the elastodynamics system (9), that can be

rewritten as

q
ov
ot

� D1 or
ox1

� D2 or
ox2

¼ 0;

A
or
ot

� E1 ov
ox1

� E2 ov
ox2

¼ 0;

where

D1 ¼ 1 0 0

0 0 1

� �
; D2 ¼ 0 0 1

0 1 0

� �
; E1 ¼ 1 0 0

0 0 1=2

� �t

; E2 ¼ 0 0 1=2

0 1 0

� �t

:
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The PML system is then obtained by splitting r ¼ r1 þ r2 and v ¼ v1 þ v2 (see [17]):

q
ov1

ot
þ fðx1Þv1 � D1 o

ox1
ðr1 þ r2Þ ¼ 0;

q
ov2

ot
� D2 o

ox2
ðr1 þ r2Þ ¼ 0;

A
or1

ot
þ fðx1Þr1 � E1 o

ox1
ðv1 þ v2Þ ¼ 0;

A
or2

ot
� E2 o

ox2
ðv1 þ v2Þ ¼ 0:

ð27Þ

In the frequency domain, this system can be written in u as

qx2u þ divpmlrðuÞ ¼ 0;

rðuÞ ¼ CepmlðuÞ;
ð28Þ

which is the same model as in the physical domain, substituting the operators div and e with divpml and epml,

where

divpmlr ¼ dðx; fðx1ÞÞo1r11 þ o2r12

dðx; fðx1ÞÞo1r12 þ o2r22

� �
;

epmlðuÞ ¼
dðx; fðx1ÞÞo1u1

1
2
ðdðx; fðx1ÞÞo1u2 þ o2u1Þ

1
2
ðdðx; fðx1ÞÞo1u2 þ o2u1Þ o2u2

� �
:

The PML model in the x2 direction still has the general form (28) but this time

divpmlr ¼ o1r11 þ dðx; fðx2ÞÞo2r12

o1r12 þ dðx; fðx2ÞÞo2r22

� �
;

epmlðuÞ ¼
o1u1

1
2
ðo1u2 þ dðx; fðx2ÞÞo2u1Þ

1
2
ðo1u2 þ dðx; fðx2ÞÞo2u1Þ dðx; fðx2ÞÞo2u2

� �
:

2.5. Some instructive numerical simulations

In this section, we will show some simulations with four different homogeneous media, one is isotropic

and the three others are orthotropic. The computational domain is a square 25 m� 25 m surrounded with

PMLs of lenght d ¼ 5 m so that the total computational domain is 35 m� 35 m (see Fig. 3, left). The

numerical method used to solve the elastodynamic equations is based on a first-order original mixed for-

mulation of the equations, described in [14], where the unknowns are the displacement searched in H 1 and
some new vectorial unknowns searched in ðL2Þ2. Since we are not interested here in the effects of the nu-

merical scheme, but in the properties of the continuous model, we have also checked these results with

another method, developed in [8,9] and still based on the velocity-stress formulation, but with v in L2 and r
in HðdivÞ.

In all the simulations, the initial data are taken equal to zero and the source is introduced as a right-hand

side in Eq. (3)

f ðx; tÞ ¼ hðtÞgðjx � xSjÞ~ee1; ð29Þ
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where ~ee1 denotes the first vector of the canonical basis of R2 and h is the so-called second-order Ricker

signal with central frequency equal to f0 ¼ 0:9 Hz, namely (see also Fig. 3)

hðtÞ ¼ ½2p2ðf0t � 1Þ2 � 1�e�p2ðf0t�1Þ2 ; ð30Þ

and the function gðrÞ is the Gaussian function defined by (see Fig. 3)

gðrÞ ¼ e�7ðr=r0Þ2

r20
; ð31Þ

which is concentrated in a small disk of radius r0 ¼ 0:5 m. In our experiments, the source point xS is located

closed to the absorbing layer (2 m away from each layer) (see Fig. 3). We choose the density q ¼ 1 kg m�3

in all experiments and give the elasticity coefficients in Pa. The damping factor is chosen as follows:

fðxÞ ¼ 3c

2d3
logð1=RÞx2; ð32Þ

where R ¼ 10�3 is the theoretical reflexion coefficient from the terminating reflection boundaries (see [17])
and c ¼ 4:5 m s�1 is an upper bound of the wave velocities in all the considered materials.

We represent, for each experiment:

(a) the slowness curves and the wave fronts of the material,

(b) the distribution in space of the norm of the displacement field (snapshots) at several times.

Isotropic medium. The first simulation is done in an isotropic medium, with Lam�ee�s constants

k ¼ 16; l ¼ 2: ð33Þ

The slowness curves and wave fronts are, here, circles (see Fig. 4). The source creates both P and S waves

(of respective velocities 2
ffiffiffi
5

p
’ 4:47 and

ffiffiffi
2

p
’ 1:414) that correspond to the two successive wavefronts

appearing in the snapshots of the solution. One can see that these two waves are perfectly absorbed by

the absorbing layer and that, even after a long while (t ¼ 500 s), the solution remains equal to zero

(see Fig. 8).

Simulation in an anisotropic medium (I). In this example, the elasticity coefficients are given by

c11 ¼ 4; c22 ¼ 20; c33 ¼ 2 and c12 ¼ 3:8: ð34Þ

The slowness curves and wave fronts reprensented in Fig. 5 illustrate the anisotropy of the medium. Note

that the sets enclosed by the slowness curves remain convex as in the isotropic case. The snapshots of the

corresponding numerical experiment are given in Fig. 9.
They show that the PMLs work pretty well. In particular, they are stable: the solution does not blow up,

even after a long time.

Fig. 3. Computational domain (left); function hðtÞ (center); function gðrÞ (right).
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Simulation in an anisotropic medium (II). This time, the material is characterized by its elasticity coef-

ficients

c11 ¼ c22 ¼ 20; c33 ¼ 2; c12 ¼ 3:8: ð35Þ

In Fig. 6, the medium appears to be much more anisotropic than the previous one. In particular, the set

enclosed by the slowness curve of the QS wave is no longer convex, which gives rise to triplications of the

wave front. However, one can see in Fig. 10 that the PML model still works very well and does not lead to

any instability.

Fig. 4. Slowness curves and wave fronts for the isotropic media.

Fig. 5. Slowness curves and wave fronts for the orthotropic medium (I).

Fig. 6. Slowness curves and wave front for the orthotropic medium (II).
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Simulation in an anisotropic medium (III). Our last medium is characterized by the following elasticity

coefficients:

c11 ¼ 4; c22 ¼ 20; c33 ¼ 2; c12 ¼ 7:5: ð36Þ

Once again, this is a medium which gives rise to triplications of the QS wave front (see Fig. 7).

On the snapshots (see Fig. 11), we can see two instabilities appearing very soon in the two PML layers.
These instabilities clearly occur when the lowest wave, namely the QS wave, penetrates the absorbing layer.

In conclusion, it seems that the stability of the PML model depends on the physical properties of the

media. The aim of this paper is to understand this phenomenon. The explanation of the instabilities ob-

served in the last simulation, is that this model does not satisfied a very general necessary condition of

stability for the PMLs. This necessary condition has a very simple geometrical interpretation that we

present in the following section.

3. A necessary stability condition for PML models associated to general hyperbolic system: interpretation in

terms of slowness curves

In this section, we analyze the PML model (22) (or (25)) for a general hyperbolic system. We will make

the following assumption:

Assumption (A1). The unsplitted system (21) is strongly hyperbolic.

We restrict ourselves to the case where the absorption coefficient f is constant in space, which makes
possible the use of the Fourier analysis. This is necessary step towards the analysis of the non-constant

coefficient case. Moreover, there is a general theory for the link between the analysis of the constant co-

efficient equation and the one of variable coefficient equation. This is the so-called frozen coefficient

technique (see [26]).

3.1. Well-posedness and stability: definition and characterization through plane wave analysis

We consider the Cauchy problem in the whole space R2 associated to the system

otu1 þ fu1 � A1o1u1 � A1o1u2 ¼ 0;

otu2 � A2o2u1 � A2o2u2 ¼ 0;
ð37Þ

where f is a strictly positive constant and we set U ¼ ðu1; u2Þ.

Fig. 7. Slowness curves and wave front for the orthotropic media (III).
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Definition 1. We will say that the Cauchy problem (37) associated to the initial data U0 is weakly (resp.

strongly) well-posed if for any Uð:; 0Þ ¼ U0 given in the Sobolev space Hs, s > 0 (resp. s ¼ 0), (37) admits a

unique solution UðtÞ that satisfies an estimate on the type

kUð:; tÞkL2 6KeatkU0kHs : ð38Þ

Fig. 11. Some snapshots at different times for the orthotropic media (III).

Fig. 10. Some snapshots at different times for the orthotropic medium (II).

Fig. 9. Some snapshots at different times for the orthotropic medium (I).

Fig. 8. Some snapshots at different times for the isotropic media.
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We will say that the problem is weakly (resp. strongly) stable if it is weakly (or strongly) well-posed and if

the solution UðtÞ satisfies an estimate on the type

kUð:; tÞkL2 6Kð1þ tÞskU0kHs ð39Þ

with s > 0 (resp. s ¼ 0).

In what follows we will say that the system is stable if it is at least weakly stable. Roughly speaking the

difference between a stable system and a well-posed system is that in the first case, exponentially growing

solutions are not permitted.

It is well known that the Fourier analysis permits to relate the notions of well-posedness and stability in
terms of analysis of plane waves, i.e., solutions of the form

Uðx; tÞ ¼ eiðxt�k:xÞD; k 2 R2; D 2 R2m; x 2 C: ð40Þ

To study such solutions it is useful to refer to the initial hyperbolic system (21)

otu � A1o1u � A2o2u ¼ 0;

that admits plane wave solutions of the form

uðx; tÞ ¼ eiðxt�k:xÞd; k 2 R2; d 2 Rm; x 2 C;

if and only if k and x are related by the dispersion relation

F1ðx; kÞ ¼ 0; ð41Þ

where

F1ðx; kÞ ¼ detðxI � k1A1 � k2A2Þ; ð42Þ

is a homogeneous polynomial in x and k of degree m.

If we consider (41) as an equation in x, a consequence of the hyperbolicity of system (21) (Assumption

(A1)) is that the solutions of (41) are real:

x ¼ xjðkÞ; j ¼ 1; . . . ;m ðthe eigenvalues of AðkÞÞ:

Moreover, the functions xjðkÞ are homogeneous functions of degree 1. In the following, for the sake of

simplicity, we will make the assumption:

Assumption (A2). We assume that the unsplitted system (21) admits:

• Ne non-zero eigenvalues of order 1, xjðkÞ 6¼ 0; 8k 6¼ 0 j ¼ 1; . . . ;Ne (xjðkÞ 6¼ xiðkÞ for i 6¼ j),
• the zero eigenvalue of order ‘0 ¼ m� Ne, xj ¼ 0, j ¼ Ne þ 1; . . . ;m.

The mode zero is a non-propagating mode, and we will call the other modes the physical modes. This leads

to the following expression:

F1ðx; kÞ ¼ x‘0
YNe

j¼1

ðx � xjðkÞÞ: ð43Þ

Remark 2. One of the main limitations in Assumption (A2) is that we assume that the physical modes

correspond to simple eigenvalues. As a consequence, the results of this section are not directly applicable to

3D Maxwell�s equations or isotropic elastodynamic equations. However, we think that this assumption

only helps to simplify the technique of the proof (see Theorem 1) and conjecture that the well-posedness

result remains true in the case of multiple non-zero eigenvalues.
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Remark 3. For the elastic case, in 2D, we have seen in Section 2.2 that there were five modes: 0 of order

‘0 ¼ 1 and the physical modes �xQPðkÞ and �xQSðkÞ, corresponding to two curves constituting the

slowness curves. In most cases, Assumption (A2) is satisfied, i.e., as soon as c33 6¼ c11 and c33 6¼ c22. In these

particular cases, for instance c33 ¼ c11, the two curves intersect at points corresponding to K2 ¼ 0. One can
then think that the solutions xQPðkÞ and xQSðkÞ are not differentiable with respect to k anymore, which is a

trouble for defining the group velocity. But in fact, we then have to define the two branches in another way

such that after the intersection we ‘‘jump’’ to the other branch (i.e., the QP branch will not correspond to

the larger velocity anymore). This is illustrated with Fig. 12: left, this is the way we defined the two branches

here, and right the way we should define it. Here again we think that we could apply the same type of

analysis, but with additional technical difficulties.

As a consequence of Assumption (A2), the physical modes xðkÞ ¼ xjðkÞ; j ¼ 1;Ne; are differentiable

with respect to k, and, as for elastic waves, one can define for each mode, the phase velocity

VðKÞ ¼ xðkÞ
jkj � xðKÞ; ð44Þ

where K ¼ k=jkj, the slowness vector

~SSðKÞ ¼ K
VðKÞ ¼

k
xðkÞ ; ð45Þ

and the group velocity

VgðkÞ ¼ VgðKÞ ¼ rkxðkÞ ¼ � oF1

ox
ðxðkÞ; kÞ

� ��1

rkF1ðxðkÞ; kÞ ð46Þ

which is orthogonal to the slowness curves, defined as in Section 2. We shall denote by ðV 1
g ðkÞ; V 2

g ðkÞÞ the

two components of VgðkÞ and by ðS1ðkÞ; S2ðkÞÞ the ones of ~SSðKÞ.
Going back to the Fourier analysis of the PML system (37), we see that (37) has solutions of the form

(40) if and only if x and k are related by the perturbed dispersion relation

Fpmlðx; k; fÞ � F1ðxðx � ifÞ; k1x; k2ðx � ifÞÞ ¼ 0: ð47Þ

This is a polynomial equation in x of degree 2m. Therefore the dispersion relation in the PMLs defines 2m
modes, xjðk; fÞ, j ¼ 1; . . . ; 2m, solutions of this equation. It is natural that the number of modes is the

double of the one in the original problem, since we have doubled the number of unknowns by passing from

(21) to (22).

Fig. 12. Slowness diagrams of a material of coefficients c11 ¼ c33 ¼ 4; c22 ¼ 20; c12 ¼ 7:5. Left: in bold, the QP branch as it has been

defined in (16). Right: in bold, the new definition of the ‘‘QP’’ branch.

412 E. B�eecache et al. / Journal of Computational Physics 188 (2003) 399–433



We remind how the notions of well-posedness and stability are intimately related to the plane wave

analysis.

Well-posedness. System (37) is strongly ill-posed if there exists some exponentially growing modes, i.e.,

Imxðk; fÞ ! �1; when jkj ! þ1; ð48Þ

otherwise it is at least weakly well-posed (see [26]).

Stability. System (37) is stable in the sense of Definition 1 if and only if

8k 2 Rm; the solutions xðk; fÞ satisfy Imxðk; fÞP 0: ð49Þ

Actually if x ¼ xR þ ixI , the plane wave solution can be written as

uðx; tÞ ¼ e�xI teiðxRt�k:xÞD:

The existence of solutions x with negative imaginary parts would correspond to plane wave solutions with

exponential growth in time. A stable system does not admit such solutions.

3.2. A general well-posedness result

We can show the

Theorem 1. We make Assumptions (A1) and (A2) for system (21). Then system (37) is well posed.

According to (48), this theorem can be proved with a high frequency analysis, which will be also useful in
the following, for deriving a necessary stability condition. More precisely, to prove the well-posedeness of

(37), we will show that Imxðk; fÞ is bounded for large jkj and therefore that (48) can never happen. For

this, it will be convenient to introduce

e ¼ f
jkj ; VðK; eÞ ¼ xðk; fÞ

jkj ; ð50Þ

and to rewrite the dispersion relation (47) as

FpmlðV;K; eÞ � F1ðVðV� ieÞ;K1V;K2ðV� ieÞÞ ¼ 0; ð51Þ

where K ¼ k=jkj is the unit wave vector. We then have the

Lemma 1. For every given K, Eq. (51) admits 2m complex solutions that we denote by ðVjðK; eÞÞj¼1;...;2m; that
can be numbered in such a way that they are continuous functions with respect to K and e. Moreover,
ðVjðK; eÞÞ is differentiable in the neighborhood of any point ðK0; e0Þ where ðVjðK0; e0ÞÞ is a simple root of (51).

Proof. Using expression (43) of F1, it is easy to see that the equation is a polynomial equation in the variable

V of degree 2m and that the coefficient of order 2m in the polynomial function FpmlðV;K; eÞ, equal to a

power of i, does not vanish. Therefore the solutions VjðK; eÞ are continuous functions with respect to e. The

last part of the lemma results from the implicit function theorem. �

Note that looking at small e is equivalent to looking at small f (small absorption) or large jkj (high

frequencies). The well-posedness is therefore related to the behavior of the solutions of the dispersion re-

lation for small e, so we first consider the limit case e ¼ 0.

The unperturbed equation. Eq. (51) is a perturbation of the equation obtained for e ¼ 0, which can be

written as (F1 is homogeneous of degree m):
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FpmlðV;K; 0Þ ¼ VmF1ðV;KÞ ¼ 0: ð52Þ

The solutions V of this equation are:

• The Ne physical modes (of order 1)

VjðK; 0Þ ¼ xjðKÞ ¼ xjðkÞ=jkj; j ¼ 1; . . . ;Ne: ð53Þ

• One mode of order p � mþ ‘0,

VjðK; 0Þ ¼ 0; j ¼ Ne þ 1; . . . ; 2m: ð54Þ

Proof of Theorem 1. We examine the solutions VjðK; eÞ, j ¼ 1; . . . ; 2m, of (51) in the vicinity of the un-

perturbed modes defined in (53) and (54).

In the vicinity of a single root (physical mode). It is very easy to see that the ill-posedness cannot come

from a single root, thanks to the implicit theorem. Actually, let VðK; 0Þ 6¼ 0 be a single root, then

oFpml

oV
ðVðK; 0Þ;K; 0Þ 6¼ 0

and the implicit theorem can be applied in the vicinity of ðVðK; 0Þ;K; 0Þ. Therefore Eq. (51) defines a

function VðK; eÞ which is C1 with respect to e and thus which can be expanded as

VðK; eÞ ¼ VðK; 0Þ þ eaðKÞ þOðe2Þ: ð55Þ

This shows that

xðk; fÞ ¼ xðkÞ þ aðKÞf þOð1=jkjÞ: ð56Þ

Thus Imxðk; rÞ ¼ rImaðKÞ þOð1=jkjÞ is bounded when jkj ! þ1.

In the vicinity of the multiple mode VjðK; 0Þ ¼ 0 of order p ¼ m þ ‘0. Now let VðK; 0Þ ¼ 0 be the root of

order p. Since the functions VjðK; eÞ, j ¼ Ne þ 1; . . . ; 2m, are continuous in e and must vanish for e ¼ 0,
they admit a decomposition as a Puiseux series on the form [25]

VjðK; eÞ ¼ aðKÞer þ oðerÞ with r 2 Q
þ
I
: ð57Þ

If r P 1, it is clear from (50) that the corresponding xjðk; fÞ have a bounded imaginary part. Let us assume

that there exists a solution such that 0 < r < 1 and aðKÞ 6� 0. Then, plugging (57) into the dispersion re-

lation (51) yields

F1ðaðKÞ2e2r þ oðe2rÞ;K1aðKÞer þ oðerÞ;K2aðKÞer þ oðerÞÞ ¼ 0:

We now use the form of F1 given by (43) that we rewrite as

F1ðx; kÞ ¼ x‘0 eFF1ðx; kÞ

with eFF1ð0; kÞ 6� 0, together with the homogeneity of F1, to obtain

ðaðKÞerÞmþ‘0 eFF1ðaðKÞoðerÞ;K1 þ oð1Þ;K2 þ oð1ÞÞ ¼ 0;

) ðaðKÞerÞmþ‘0ðeFF1ð0;K1;K2Þ þ oð1ÞÞ ¼ 0;

which implies

aðKÞmþ‘0 eFF1ð0;K1;K2Þ ¼ 0:
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Since eFF1ð0;K1;K2Þ cannot vanish for all K, this implies that aðKÞ ¼ 0 which is in contradiction with

(57). �

3.3. A high frequency stability analysis

For the general PML model, the stability condition (49) requires in particular that the high frequency

solutions, i.e., xðk; fÞ for large jkj, have a positive imaginary part. This is what we call a high frequency

necessary condition of stability:

Definition 2. System (37) is said to be stable at high frequency if and only if, there exists e0 > 0 such that

8e < e0; 8K=jKj ¼ 1; ImVjðK; eÞP 0; j ¼ 1; . . . ; 2m: ð58Þ

We obtain in particular a necessary stability condition by writing that (58) holds for all physical modes

(j ¼ 1; . . . ;Ne). This allows us to prove the:

Theorem 2. Let us suppose that system (21) satisfies Assumptions (A1) and (A2). A necessary condition of
stability (high frequency stability) of the PML model in the x1 direction (37) is that, for all physical modes of
the unsplit system (21):

8K ¼ ðK1;K2Þ=jKj ¼ 1; S1ðKÞ 
 ðV 1
g Þ1 P 0: ð59Þ

Proof. We have seen in the proof of Theorem 1 that in the vicinity of the physical modes, the function

e ! VðK; eÞ ¼ VjðK; eÞ has an expansion of the form (55) (or equivalently (56)). Using the homogeneity of

function F1 and the fact that VðK; eÞ cannot coincide with ie, since we consider the physical modes, the

dispersion relation (51) can be rewritten as

F1 VðK; eÞ;K1 1

� 
� i

e
VðK; eÞ

��1

;K2

!
¼ 0:

Expanding this equality in powers of e, using (55), we get

F1ðVðKÞ;KÞ þ eaðKÞ oF1

ox
ðVðKÞ;KÞ þ ie

K1

VðKÞ
oF1

oK1

ðVðKÞ;KÞ þOðe2Þ ¼ 0;

By definition of VðKÞ one has F1ðVðKÞ;KÞ ¼ 0. Then, writing that the term in e is equal to 0, we obtain

aðKÞ ¼ �i
oF1

ox
ðVðKÞ;KÞ

� ��1 K1

VðKÞ
oF1

oK1

ðVðKÞ;KÞ
� �

;

where we have used Assumption (A2) which says that VðKÞ 6¼ 0 and is a single eigenvalue, which implies

that

oF1

ox
ðVðKÞ;KÞ 6¼ 0:

Using formulas (46) and (45), we get

aðKÞ ¼ iS1ðKÞV 1
g ðKÞ:
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It is then easy to conclude since (55) shows that for small e, the sign of ImVðK; eÞ is given by the sign of

ImaðKÞ. A standard compactness argument is used to prove the existence of e0. �

Geometrical interpretation. Condition (59) expresses the fact that, along the slowness curves, the slowness
vector and the group velocity are oriented in the same way with respect to the Ox1 direction (cf. Fig. 13).

Obviously, when considering a PML model in the x2 direction (i.e., parallel to the x1 axis), one has

the:

Corollary 1. A necessary condition of stability (high frequency stability) of the PML model in the x2 direction
is that; for all physical modes of the unperturbed system (21):

8K ¼ ðK1;K2Þ=jKj ¼ 1; S2ðKÞ 
 V 2
g ðKÞP 0: ð60Þ

This result shows the importance of the role played by the group velocity in the stability analysis of PML

models. This role has been first pointed out by Trefethen in [34] (see also [35,36]) for the stability analysis of

finite difference schemes for linear hyperbolic systems and then by Higdon [23] for the well-posedness

analysis of initial boundary value problems for linear hyperbolic systems. Concerning the stability analysis

for PML models, we would like to mention [32] where the authors have related the instabilities observed

with the PMLs for the linearized Euler equations to the existence of waves for which the group velocity and
the phase velocity travel in opposite directions (see also Section 3.4.3).

3.4. Application of the geometrical stability criterion

3.4.1. Explanation of the observations of Section 2.5 via the analysis of slowness diagrams

The geometrical stability condition (59) is clearly satisfied in an isotropic medium. In this case, the

slowness curves are composed of two circles and obviously the vectors~SS and Vg are parallel. More generally,

it is easy to see that (59) will be satisfied as soon as the slowness curves are the boundary of convex sets,

which is the case for the orthotropic material (I) considered in Section 2.5.

Concerning the two orthotropic materials (II) and (III) of Section 2.5, we have represented in Fig. 14

their slowness diagrams. The first remark is that for all the slowness curves associated to the QP waves (i.e.,

the inside curve), the geometrical condition is satisfied, since these curves are all convex. This is a general
phenomenon that we will prove in the next Section (Lemma 3). Therefore, the violation of the high fre-

quency stability condition can only come from the QS waves.

• For material (II), one can see that for all K, one has V1ðKÞS1ðKÞP 0 and V2ðKÞS2ðKÞP 0, therefore the

high frequency stability condition is satisfied for a layer in the x1 direction as well as for a layer in the x2
direction. In this case, we did not observe any instability in the numerical results.

Fig. 13. Two different configurations. Left: the slowness vector~SS and the group velocity Vg are oriented in the same way with respect to

the Ox1 direction. Right: ~SS and Vg are not oriented in in the same way with respect to the Ox1 direction.
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• For material (III), there are some vectors K (whose extremities describe the thickest line in the figure) for

which V1ðKÞS1ðKÞ < 0 and there are some other vectors K (whose extremities describe the line of medium

thickness on the figure) for which V2ðKÞS2ðKÞ < 0 which means that the geometrical condition is not sat-

isfied neither in x1 nor in x2. This also confirms the numerical results, since we observed instabilities in

both layers.

3.4.2. Simulation in a whole absorbing domain

In this section, we make some simulations in a situation closed to the theoretical one: we consider a

domain entirely composed by an absorbing layer, i.e., in which we solve the PML system with constant

damping factor. Our aim is to illustrate the exponential blow up of the solution in the case of unstable
medium.

We consider two materials: (II) and (III) (defined in Section 2.5). According to the geometrical criterion,

the first medium is stable whereas the second one is unstable for high frequencies in the vicinity of the

physical eigenvalues. So, for each material, we are interested in two experiments: we consider a

35 m� 35 m computational domain, in which we solve the PML model associated to the considered

material respectively in the x1 direction (22) for the first experiment, and in the x2 direction (25) for the

second one, with reflecting boundaries all around the domain. The pulse is defined by (29)–(31) but the

source point is now located at the center of the computational domain. In the two cases, the absorbing
coefficients are constants equal to 2.6.

Experiments in material (II). We first consider the material (II), whose elastic coefficients are defined in

(35). The experiment with absorbing coefficient in the x1 direction gives the snapshots in Fig. 15. One can

observe that the part of the energy propagating in the x1 direction is well absorbed. After a while, the wave

can be considered as a plane wave only propagating in the x2 direction. This explains then the low decay of

the energy. No blow up is noticed.

The same remarks can be made in the second experiment (Fig. 16): the PML works pretty well for the

part of the energy propagating in the x2 direction and, after a while, the wave can be considered as a plane
wave only propagating in the x1 direction. Again, no blow up is noticed.

Experiments in material (III). The elastic coefficients are defined in (36). The first simulation, with

absorbing factor in the x1 direction, gives us the snapshots in Fig. 17. We observe that the solution blows up

before reaching the external Dirichlet boundary.

We now represent the L2 norm of the displacement field as a function of time in cartesian and

semi-log axis (see Fig. 19). One observes that, for t > 15 s, the norm fits with the exponential function

e0:45t. We have checked that the solution we compute is stable with respect to mesh refinement

which confirms the fact that the instability is due to the continuous problem and not to the discrete
scheme.

Fig. 14. Slowness diagrams. Left: material (II). Right: material (III).
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The second simulation, with absorbing factor in the x2 direction, gives the snapshots in Fig. 18. In this

case, the increasing of the solution is even faster than in the previous one, which is not surprising since the

curvature of the part of the S slowness curve which gives rise to instabilities for a PML in x2 is even stronger

than the one in x1.
Again if we represent the L2 norm of the displacement field as a function of time in cartesian and semi-

log axis (see Fig. 20), we observe that for t > 15 s, the norm fits with the exponential function e0:65t. Note

that the slope here (0:65) is larger than in the x1 case (0:45) which confirms our previous remark.

Fig. 16. Some snapshots at different times for the orthotropic medium (II) with only x2 PML.

Fig. 15. Some snapshots at different times for the orthotropic medium (II) with only x1 PML.

Fig. 17. Some snapshots at different times for the orthotropic medium (III) with only x1 PML.

Fig. 18. Some snapshots at different times for the orthotropic medium (III) with only x2 PML.
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Remark 4. In Section 3, we have established a necessary condition of stability and bring out a coefficient

called a which corresponds to the exponential growth of the norm of the displacement field for high fre-

quencies, in the vicinity of the physical eigenvalues. The simulations are not done exactly in the same

framework than the theoretical one. Actually the source does not generate a plane wave with a given

frequency, but a superposition of plane waves of a large range of frequencies. Therefore, the exponential

growth is probably not produced only by the ‘‘high frequencies’’, which explains why the theoretical co-

efficient a does not fit the numerical observed coefficient in the exponential.

3.4.3. Application to other mathematical models

In this section, we show how our geometrical criterion can be applied to show the instability of the PML

model applied to other wave phenomena.
The PML model for anisotropic electromagnetic waves. Anisotropic dielectric media are characterized by

the fact that the electric permittivity e is a tensor which is not necessarily proportional to the identity. In 2D,

the propagation of electromagnetic waves in such a medium can be describes through the solution uðx; tÞ of
an anisotropic wave equation of the form

o2u
ot2

� divðAruÞ ¼ 0;

Fig. 19. Norm of the displacement field (left) and logarithm of the norm (right) for the orthotropic medium (III) with only x1 PML.

Fig. 20. Norm of the displacement field (left) and logarithm of the norm (right) for the orthotropic medium (III) with only x2 PML.
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where A is a 2� 2 symmetric positive definite matrix

A ¼ a b
b c

� �
; a > 0; c > 0; ac� b2 > 0:

It appears that the PML model associated to this equation is unstable as soon as the eigenvectors of the

matrix A are not parallel to the coordinate axes, i.e. as soon as b 6¼ 0. Indeed, the dispersion relation can be

written

x2 ¼ Ak 
 k; ð61Þ

from which one deduces that the corresponding slowness diagramm is an ellipse whose axes are not parallel

to the x1 and x2 axes. Fig. 21 illustrates the fact that the geometrical criterion (59) is not satisfied (this is

moreover true for both x1 and x2 PML layers).

Fig. 22 gives an illustration of such an instability: we consider an unbounded anisotropic domain

modeled by a square surrounded by PML. A is given by

a ¼ 3

4
; b ¼ 3

2
; c ¼ 4:

The numerical method is quite the same as in the elastic case: we use a mixed formulation of the equation

[14] and consider an explosive source at the middle of the square

f ðx; tÞ ¼ hðtÞgðjx � xSjÞ;

where g and h have already been defined in Section 2.5. The central frequency is equal to 1 Hz.

The linearized Euler equations.We consider a fluid in which the sound speed is equal to 1 and look at the

particular case of a uniform subsonic flow in the direction x1 with Mach number 06M < 1. The lineari-

sation of Euler equations in the neighborhood of such a flow leads to the following advective wave equation

which governs the acoustic propagation in such a situation (p denotes the pressure and v ¼ ðv1; v2Þ is the
velocity field)

Fig. 21. The slowness curve for the anisotropic wave equation.
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op
ot

þ M
op
ox1

� ov1
ox1

� ov2
ox2

¼ 0;

ov1
ot

þ M
ov1
ox1

� op
ox1

¼ 0;

ov2
ot

þ M
ov2
ox1

� op
ox2

¼ 0:

ð62Þ

The high frequency geometrical criterium (59) allows us to identify a well known result, namely the in-
stability of the PMLs in the x1 direction (e.g. [22,24,32]). Indeed, the dispersion relation of (62),

ðx þ Mk1Þ ðx
�

þ Mk1Þ2 � k2
1 � k2

2

�
¼ 0; ð63Þ

defines one slowness curve which is an ellipse with axes parallel to the coordinates axes but not centered at

the origin: the center is ðM=ð1� M2Þ; 0Þ. As a consequence, one can see in Fig. 23 that there are some

vectors K (corresponding to the part of the curve of medium thickness) for which S1ðKÞV1ðKÞ < 0. Let us

mention [32] in which the authors have also related the instabilities to the presence of these waves and

[1,5,18,20] that propose some solutions to stabilize the PMLs.

Remark 5. One can however check that the necessary condition for the stability of the PMLs in the x2
direction is satisfied. The complete calculations shows that the corresponding system is stable.

Fig. 23. The slowness curve for system (62).

Fig. 22. Instability in the anisotropic acoustic case (a ¼ 3
4
; b ¼ 3

2
; c ¼ 4).
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3.5. Other instability phenomena via numerical simulations

In this section, we present two numerical simulations that seem to indicate that the necessary stability

condition (59) is not sufficient for the elastodynamics system. We denote by (IV) and (V) these experiments

which are done in the two following materials:

Material ðIVÞ c11 ¼ 10; c22 ¼ 20; c33 ¼ 6; c12 ¼ 2:5;

Material ðVÞ c11 ¼ 30; c22 ¼ 6; c33 ¼ 1:5; c12 ¼ 9:9:

In Figs. 24 and 25, we represent the slowness diagrams (left) and the wave fronts (right). It is clear that the

high frequency conditions (59) and (60) are satisfied for both x1 and x2 layers since the slowness curves are

convex.

We consider the same experiment as in Section 3.4.2: a 35 m� 35 m computational domain, in which we
solve the PML model in the x1 direction for both materials (IV) and (V), with a constant damping coef-

ficient equal to 2.6. The pulse is defined by (29)–(31) and the source point is located at the center of the

computational domain.

The snapshots of the experiment (IV) are given in Fig. 26. At the beginning the x1-PML absorbs very

well the waves. But after a long while, an instability appears. If we represent the L2 norm of the dis-

placement field with respect to time in cartesian and semi-log axis (see Fig. 27), we observe that for t > 150

s, the norm fits with the exponential function e0:04t.

For the second experiment, (V), the snapshots are given in Fig. 28. At the beginning, the energy decays,
but after 80 s an instability also appears. We then represent the L2 norm of the displacement field with

Fig. 24. Slowness curves and wave fronts in the medium (IV).

Fig. 25. Slowness curves and wave fronts in the medium (V).

422 E. B�eecache et al. / Journal of Computational Physics 188 (2003) 399–433



respect to time in cartesian and semi-log axis (see Fig. 29). For t > 80 s, the norm fits with the exponential

function e0:07t.

These kind of instabilities are only developing after a long time. We can check that the exponential

growth rates observed in Section 3.4.2 for geometrical instabilities (e0:45t for x1-PML and e0:65t for x2-PML)
are much more important than the growth rates observed in experiments (IV) (e0:04t) and (V) (e0:07t).

This suggests additional analysis. We will establish in the following section:

• another necessary stability condition (Lemma 4 and Theorem 4),

• a sufficient stability condition (Theorems 5 and 6).

Fig. 26. Experiment (IV): some snapshots at different times for the orthotropic medium (IV) with only x1 PML.

Fig. 27. Norm of the displacement field (left) and logarithm of the norm (right) for the orthotropic medium (IV) with only x1 PML.

Fig. 28. Experiment (V): some snapshots at different times for the orthotropic medium (V) with only x1 PML.
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4. Stability analysis for the orthotropic elastic model

We can now go back to the elastodynamic problem in 2D (1) and we consider the PML model in the

whole space with a constant damping coefficient f > 0. In this case m ¼ 5 and the function Fpml appearing in

the dispersion relation (47) can be rewritten, using (20), as

Fpmlðx; k; fÞ ¼ xðx � ifÞ detðCðxk1; ðx � ifÞk2Þ � qx2ðx � ifÞ2IÞ � xðx � ifÞeFFpmlðx; k; fÞ: ð64Þ

Obviously the two modes x ¼ 0 and x ¼ if cannot give rise to any instability and in the following we

will only concentrate on the eight modes associated to eFFpml. In Section 4.1, we will show how the high

frequency necessary stability condition (59) (coming from the high frequency analysis in the vicinity of the

four physical modes) can be expressed in terms of inequalities on the elasticity coefficients. In Section 4.2,

we establish a second high frequency necessary stability condition, which comes from the analysis of the

solutions in the vicinity of the multiple mode 0 of order 4.

The high frequency stability condition means that, for large k, the solutions xðk; fÞ are in the good side of
the complex plane (i.e., with a positive imaginary part), but there is no guaranty that they stay in the good

side for every frequencies. In Section 4.3, we obtain a condition which implies that the solutions never cross

the real axis. Using a continuity argument, this allows to conclude that, under this condition, if the solutions

are in the good side of the complex plane at high frequency, they necessarily stay in the good side for all

frequencies. In this case, we get a sufficient stability condition. As in Section 3, we introduce the parameter

e ¼ f=jkj and for convenience, we shall adopt a new notation by introducing the angle h 2 ½�p; p½ such that

K ¼ k
jkj ¼ cos h; sin hð Þ:

Therefore, if we set

ðVhÞjðeÞ ¼ VjðK; eÞ; j ¼ 1; . . . ; 8;

the functions ðVhÞjðeÞ are the eigth branches of solutions of the dispersion relation, considered as an
equation in the phase velocity V defined in (11):eFFpmlðV; h; eÞ � eFFpmlðV;K; eÞ ¼ 0; ð65Þ
where eFFpml has been defined in (64). We shall assume that the functions ðVhÞjðeÞ are numbered in such a

way that:

Fig. 29. Norm of the displacement field (left) and logarithm of the norm (right) for the orthotropic medium (V) with only x1 PML.
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• ððVhÞjðeÞÞj¼1;2, the two branches issued from the physical modes QP

ðVhÞjð0Þ ¼ VjðK; 0Þ ¼ �xQPðKÞ; j ¼ 1; 2:

• ððVhÞjðeÞÞj¼3;4, the two branches issued from the physical modes QS

ðVhÞjð0Þ ¼ VjðK; 0Þ ¼ �xQSðKÞ; j ¼ 3; 4:

• ððVhÞjðeÞÞj¼5;::;8, the four branches issued from the multiple root of order 4

ðVhÞjð0Þ ¼ VjðK; 0Þ ¼ 0; j ¼ 5; . . . ; 8:

It is easy to see that

8h 2 ½ � p; p½; eFFpml V; h; eð Þ ¼ eFFpml V;ð � h; eÞ ¼ eFFpml V;pð � h; eÞ: ð66Þ

As a consequence, if

Sðh; eÞ ¼ fðVhÞjðeÞ; j ¼ 1; . . . ; 8g;

denotes the set of solutions of (65), one has

8h 2 ½ � p; p½; 8j ¼ 1; . . . ; 8; Sðh; eÞ ¼ Sð � h; eÞ ¼ Sðp � h; eÞ; ð67Þ

which justifies in what follows to restrict ourselves to

h 2 0; p=2½ �:

The two limit values h ¼ 0 and h ¼ p=2 do not pose any problem as shown is the following (whose proof
is immediate):

Lemma 2. For h ¼ 0, the solutions of (65) are given by

ðV0ðeÞÞ1;2 � ðV0ðeÞÞ�QP ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
maxðc11; c33Þ

p
þ ie; of order 1;

ðV0ðeÞÞ3;4 � ðV0ðeÞÞ�QS ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
minðc11; c33Þ

p
þ ie; of order 1;

ððV0ðeÞÞjÞj¼5;...;8 ¼ 0; of order 4:

ð68Þ

For h ¼ p=2, the solutions of (65) are given by

ðVp=2ðeÞÞ1;2 � ðVp=2ðeÞÞ�QP ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
maxðc22; c33Þ

p
; of order 1;

ðVp=2ðeÞÞ3;4 � ðVp=2ðeÞÞ�QS ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
minðc22; c33Þ

p
; of order 1:

ððVp=2ðeÞÞjÞj¼5;::;8 ¼ ie; of order 4:

ð69Þ

In particular ImðVp=2ðeÞÞj P 0 and ImðV0ðeÞÞj P 0, j ¼ 1; . . . ; 8.

It remains to consider h 2�0; p=2½.

4.1. A first high frequency necessary stability condition

We have established in Theorem 2 the high frequency necessary stability condition (59), which expresses

the fact that, in the vicinity of the physical modes (i.e., for small e), the branches of the solutions
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ððVhÞjðeÞÞj¼1;...;4 are in the good side of the complex plane (i.e., with a positive imaginary part). We give here

an equivalent form of condition (59) expressed in terms of the elasticity coefficients.

Theorem 3. The necessary condition of stability (59) is equivalent to

ðC1Þ fðc12 þ c33Þ2 � c11ðc22 � c33Þg � fðc12 þ c33Þ2 þ c33ðc22 � c33Þg6 0:

Proof. Since the proof is very technical, we omit it here but it can be found in [7], proof of Theorem 2

(p. 26). �

Theorem 3 means that, if C1ð Þ is satisfied, then one has for small e:

ImððVhÞj eð ÞÞP 0 8h 2�0; p=2½; 8j ¼ 1; . . . ; 4: ð70Þ

In the following lemma, we make the result more precize: we show that the instability cannot come from the

vicinity of the QP waves, which is in some sense a theoretical confirmation of what we have observed in the

numerical experiments of Section 2.

Lemma 3. For any orthotropic material, one has the following property; for small e:

ImððVhÞjÞ eð ÞP 0 8h 2�0; p=2½; j ¼ 1; 2: ð71Þ

Proof. Again we omit the proof and refer to [7], proof of Lemma 3 (p. 27). �

4.2. A second high frequency necessary stability condition

We assume in this section that h 2�0; p=2½.

Lemma 4. The four solutions ðVhðeÞÞj; j ¼ 5; . . . ; 8; satisfy

ImððV1
hÞjÞP 0 8h 2�0; p=2½; 8j ¼ 5; . . . ; 8; ð72Þ

if and only if the two following inequalities are satisfied:

C2ð Þ ðc12 þ 2c33Þ2 6 c11c22; ðiÞ
ðc12 þ c33Þ2 6 c11c22 þ c233: ðiiÞ

�

Proof. See Appendix A. �

Theorem 3 and Lemma 4 can be regrouped as follows:

Theorem 4. The PML model (28) is stable at high frequency in the sense of Definition 2 if and only if
conditions ðC1Þ and ðC2Þ are satisfied.

4.3. A sufficient stability condition

From a geometrical point of view, proving the stability of the PML model is equivalent to show

that, h playing the role of a parameter, the curves in the complex plane described by ðVhÞjðeÞ when e
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goes from 0 to þ1 is located in the right side of the complex plane, namely the half-space of

complex numbers with positive imaginary part. In the previous sections, we have established condi-

tions ðC1Þ and ðC2Þ such that it is the case for the first part of the curves corresponding to small e.
In what follows, we are going to establish the conditions for which these curves never meet again the

real axis, which will provide us a sufficient stability condition thanks to a continuity argument. The

property which means that the curves e 7!VjðeÞ never meet again the real axis, can be expressed as

follows:

ðP1Þ 8h 2�0; p=2½; 8j ¼ 1; . . . ; 8; ðVhðeÞÞj 2 R ) e ¼ 0:

Lemma 5. The property ðP1Þ is realized if and only if the condition ðC2Þ (i) is satisfied as well as one of the two
following conditions C3ð Þ1 or C3ð Þ2:

C3ð Þ1 ðc12 þ c33Þ2 6 ðc11 � c33Þðc22 � c33Þ;
C3ð Þ2 ðc11 þ c33Þðc12 þ c33Þ2 P ðc11 � c33Þðc11c22 � c233Þ:

Proof. See Appendix B. �

Theorem 5. A sufficient condition for the stability of the PML system (28) with absorption in the x1 direction
is that conditions C1ð Þ and C2ð Þ be satisfied as well as one of the conditions C3ð Þ1 or C3ð Þ2. This is equivalent to
saying that one of the two following conditions is realized:

Cx1ð Þ1 c12 þ c33ð Þ2 < c11 � c33ð Þ c22 � c33ð Þ;

Cx1ð Þ2
ðiÞ c11 � c33ð Þ c22 � c33ð Þ6 c12 þ c33ð Þ2 6max � c33ðc22 � c33Þ; c11ðc22 � c33Þf g;
ðiiÞ c11 � c33ð Þ c11c22 � c233

� �
< c11 þ c33ð Þ c12 þ c33ð Þ2;

ðiiiÞ c12 þ 2c33ð Þ2 < c11c22:

8><>:
Proof. It simply remains to explain why satisfying C1ð Þ, C2ð Þ and C3ð Þ1 or C3ð Þ2 is equivalent to Cx1ð Þ1 or

Cx1ð Þ2. We first observe that the two real numbers

�c33ðc22 � c33Þ and c11ðc22 � c33Þ

have opposite signs. As a consequence, the maximum of these two values is positive and greater than their

sum

c11ð � c33Þ c22ð � c33Þ6 max f � c33ðc22 � c33Þ; c11ðc22 � c33Þg ðP 0Þ: ð73Þ

We next observe that condition C1ð Þ means that c12 þ c33ð Þ2 belongs to the interval delimited by the same

two numbers. Since c12 þ c33ð Þ2 > 0, this reduces to

c12ð þ c33Þ2 6 max f � c33ðc22 � c33Þ; c11ðc22 � c33Þg: ð74Þ

As �c33ðc22 � c33Þ6 c233 and c11ðc22 � c33Þ6 c11c22, we deduce that

ð74Þ ) c12ð þ c33Þ2 6 max c233; c11c22
� �

6 c233 þ c11c22;

in other words

C1ð Þ ) C2ð Þ ðiiÞ: ð75Þ
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The less immediate remark, whose proof is left to the reader, i.e.,

c12ð þ c33Þ2 6 c11ð � c33Þ c22ð � c33Þ ) c12ð þ 2c33Þ2 6 c11c22 ði:e:; C2ð Þ ðiÞÞ ð76Þ

One then concludes as follows:

1. If Cx1ð Þ1 – which is nothing but C3ð Þ1 – C1ð Þ is satisfied thanks to (73) and (74). Therefore C2ð Þ (ii)

holds thanks to (76) and C2ð Þ (i) holds thanks to (75). If Cx1ð Þ2 is satisfied, C1ð Þ (and thus C2ð Þ (ii))
results from Cx1ð Þ2ðiÞ, C1ð Þ from Cx1ð Þ2 (iii) and C3ð Þ2 from Cx1ð Þ2 (ii).

2. Reciprocally, if C1ð Þ, C2ð Þ and C3ð Þ1 or C3ð Þ2 are satisfied, then, according to (73) and (74) either

c12ð þ c33Þ2 < c11ð � c33Þ c22ð � c33Þ

in which case Cx1ð Þ1 holds, either

c11ð � c33Þ c22ð � c33Þ6 c12ð þ c33Þ2 6 max f � c33ðc22 � c33Þ; c11ðc22 � c33Þg;

i.e., Cx1ð Þ2 (i), in which case Cx1ð Þ2 (i) and Cx1ð Þ2 (i) result from C2ð ÞðiÞ and C3ð Þ2 (which is satisfied since

C3ð Þ1 is not). �

In order to obtain a sufficient condition for the stability for the PML model with absorption in the x2
direction, we simply have to permute c11 and c22:

Theorem 6. The PML system (28) with absorption in the x2 direction is stable as soon as one of the two
following conditions is realized:

Cx2ð Þ1 c12 þ c33ð Þ2 < c11 � c33ð Þ c22 � c33ð Þ;

Cx2ð Þ2
ðiÞ c11 � c33ð Þ c22 � c33ð Þ6 c12 þ c33ð Þ2 6max � c33ðc22 � c33Þ; c11ðc22 � c33Þf g;
ðiiÞ c22 � c33ð Þ c11c22 � c233

� �
< c22 þ c33ð Þ c12 þ c33ð Þ2;

ðiiiÞ c12 þ 2c33ð Þ2 < c11c22:

8<:
Remark 6. In the isotropic case, the coefficients are expressed in terms of Lam�ee�s coefficients k; l through

relation (8) one easily checks that condition C1ð Þx1 � C1ð Þx2 is obviously satisfied, therefore the PML model

with absorption in x1 or in x2 is stable for any isotropic material.

Remark 7. Conditions (7) on the coefficients do not imply the positivity of coefficient c12. However, in the

applications this coefficient is often positive. It is easy to see that in this case, if c33 > c22, the condition C1ð Þ
cannot be satisfied, therefore the PML model with absorption in the x1 direction is not stable. In the same

way, if c33 > c11, the PML model with absorption in the x2 direction is not stable. Therefore, if c12 P 0, a

necessary condition for the general PML model to be stable is that c33 6 c22 and c33 6 c11.

4.4. Back to the numerical experiments of Section 3.5

We come back to the numerical experiments done at Section 3.5. We have seen that both materials (IV)
and (V) satisfy the geometrical stability condition. However, we can understand the instability phenomena

observed in Figs. 26 and 28, thanks to the analysis in Sections 4.2 and 4.3. Indeed, one can check that

• The material (IV) satisfies the condition C3ð Þ but does not satisfy the necessary condition C2ð Þ that con-
cerns the high frequency analysis of the non-physical modes.

• The material (V) satisfies the necessary condition C2ð Þ but does not satisfy the condition C3ð Þ that con-

cerns the stability of the physical modes at intermediate frequencies.
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Conjecture. We conjecture that the sufficient conditions of Theorems 5 and 6 are also necessary stability

conditions. The idea is that, as soon as C3ð Þ1 or C3ð Þ2 is not satisfied, there exists h0 2�0; p=2½ such that one

curve e 7!ðVh0ÞjðeÞ meets the real axis for some e ¼ e0 > 0. The proof would be complete if one would be

able to show that this curve really crosses the real axis at e ¼ e0 (case 2 of Fig. 30). This would essentially
corresponds to proving that

Im
o

oe
ðVh0Þjðe0Þ

� �
6¼ 0;

that we have not been able to do.
Another element for this conjecture is, of course, the instabilities observed for the material (V) in Fig. 28.
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Appendix A. Proof of Lemma 4

In what follows, VhðeÞ is one of the functions ðVhÞjðeÞ for j ¼ 5; . . . ; 8. Let us substitute the expansion

(we know that such an expansion exists since we have weak well-posedness)

VhðeÞ ¼ eV1
h þ oðeÞ

into the equation

FpmlðVhðeÞ; h; eÞ ¼ 0:

We obtain, by identifying the lower order term in e:

c11ðV1
hÞ

2
cos2 h

h
þ c33ðV1

h � iÞ2 sin2 h
i

c33ðV1
hÞ

2
cos2 h

h
þ c22ðV1

h � iÞ2 sin2 h
i
� ðc12 þ c33Þ2

�ðV1
hÞ

2ðV1
h � iÞ2 cos2 h sin2 h ¼ 0: ðA:1Þ

It is easy to see that for h 2�0; p=2½, the solution V1
h does not vanish, then we can make the change of

unknown

z ¼ V1
h � i

V1
h

tan h; ðA:2Þ

which leads to a polynomial equation in z whose coefficients are independent of h:

A4z4 þ A2z2 þ A0 ¼ 0; ðA:3Þ

Fig. 30. The two possibilities for each curve VhðeÞ.
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with

A4 ¼ c22c33 > 0;

A2 ¼ c11c22 þ c233 � ðc12 þ c33Þ2;
A0 ¼ c11c33 > 0:

ðA:4Þ

Let us show the equivalence of the two following conditions:

(a) The solutions V1
h of (A.1) have a positive imaginary part for all values of h.

(b) The solutions z of (A.3) are purely imaginary.

Indeed, if (b) holds and if fikj; j ¼ 5; . . . ; 8g are the four roots of (A.3) then the four solutions of (A.1) are

given by

ðV1
hÞj ¼

i tanh
tan h � ikj

¼ tan h
�kj þ i tanh

tan2 h þ k2
j

so that

ImðV1
hÞj ¼

tan2 h

tan2 h þ k2
j

P 0:

Conversely, let us assume that z is a solution of (A.3) with non-zero real part (note that z 6¼ 0). We can

assume that ReðzÞ > 0 since �z is also a solution. Then, except maybe for h ¼ h0 such that, when z is real,

z ¼ tan h0, a solution of (A.2) is given by

V1
h ¼

i tanh
tan h � z

¼ tan h
�ImðzÞ þ iðtan h � ReðzÞÞ

j tan h � zj2

with imaginary part

ImV1
h ¼

tan hðtan h � ReðzÞÞ
j tan h � zj2

:

It suffices to remark that when h goes from 0 to p=2 the sign of tan h � ReðzÞ changes which means that, for

some values of h, (A.3) admits solutions with strictly negative imaginary part.

To conclude, it suffices to remark that (a) is equivalent to saying that the two roots of the polynomial

A4Z2 þ A2Z þ A0 are real negative, which is equivalent to

A2
2 P 4A0A4 and A2 P 0;

what we wanted to show since c11c22 � c212 P 0 and

A2
2 � 4A0A4 ¼ ðc11c22 � c212Þ c11c22

h
� ðc12 þ 2c33Þ2

i
:

Appendix B. Proof of Lemma 5

For our purpose, it will be useful to use a new parameterization of the ðh;V; eÞ space. More precisely, we

consider the transformation (we shall see that this transformation is one to one)

ðh;V; eÞ 2 �0; p
2
½:� R� � Rþ

� 7!ðX ; sÞ 2 Rþ
� � ðC n RÞ
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defined by (we set t ¼ tan h)

X ðh;VÞ ¼ 1þ t2

t2
V2;

sðh; e;VÞ ¼ t2
V� ie
V

� �2

:

ðB:1Þ

By construction, we have

eFFpmlðV; h; eÞ ¼ cos4 hV4GðX ðh;VÞ; sðh; e;VÞÞ ðB:2Þ

with

GðX ; sÞ ¼ c11ð þ c33ð � X ÞsÞ c33ð þ c22ð � X ÞsÞ � ðc12 þ c33Þ2s: ðB:3Þ

We then use this parametrization to express the property ðP1Þ in another way, by proving the:

Lemma 6. The property ðP1Þ is equivalent to

ðP2Þ 8X 2 Rþ; gðX ; sÞ ¼ 0 ) s 2 R:

Proof. For the proof of this lemma, we refer to [7], proof of Lemma 5 (p. 30). �

We now use the equivalence between ðP1Þ and ðP2Þ to prove the Lemma 5:

Proof of Lemma 5. Let us rewrite GðX ; sÞ as a polynomial of degree two with respect to s:

GðX ; sÞ ¼ ðc33 � X Þðc22 � X Þs2 þ ðc11ðc22 � X Þ þ c33ðc33 � X Þ � ðc12 þ c33Þ2Þs þ c11c33:

Its discriminant is given by

DðX Þ ¼ a2X 2 þ 2a1X þ a0

with

a2 ¼ ðc11 � c33Þ2 P 0;

a1 ¼ ðc11 þ c33Þðc12 þ c33Þ2 � ðc11 � c33Þðc11c22 � c233Þ;
a0 ¼ ðc11c22 � c212Þðc11c22 � ðc12 þ 2c33Þ2Þ:

Obviously, we have the equivalence

ðP2Þ () DðX ÞP 0 8X P 0:

This means that the two roots of DðX Þ are either non-real either negative, which is equivalent to

a0 P 0 ði:e: ðC2ÞÞ and ðiÞ or ðiiÞ;

where

ðiÞ a0a2 P a2
1;

ðiiÞ a1 P 0 ði:e: ðC3Þ2Þ:
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To conclude, it suffices to remark that the inequality (i) above is nothing but ðC3Þ1 since a tedious but

simple computation shows that

a2
1 � a0a2 ¼ 4c11c33ðc12 þ c33Þ2 ðc12

h
þ c33Þ2 � ðc22 � c33Þðc11 � c33Þ

i
: �
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